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An Exciting Time to Work on Generation
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Neural NLG Models are Robust and Fluent
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NLG Models are Not Trustworthy 
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Traditional NLG Systems were more Controlled and Grounded

See Jones (1993) and Reiter and Dale (2000).



Abstractive Summarization

Toward Abstractive Summarization Using Semantic 
Representations, Liu et al, NAACL 2015.

Summary 
Planning



Sentence Simplification

Complex Sentence
“In 1964 Peter Higgs published his second paper in Physical Review Letters describing Higgs 

mechanism which predicted a new massive spin-zero boson for the first time .”

Simplified Version
Peter Higgs wrote his paper explaining Higgs mechanism in 1964. 

Higgs mechanism predicted a new elementary particle.

Hybrid Simplification using Deep Semantics and Machine Translation, Narayan and Gardent, ACL 2014.
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Sentence Simplification

Simplified Version
Peter Higgs wrote his paper explaining Higgs mechanism in 1964. 

Higgs mechanism predicted a new elementary particle.

Simplification 
Planning
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Current End-to-end Conditional Text Generation

Given a source text x, output a target text y

Pretrained transformers

BART

PEGASUS

T5

GPT-3
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Current NLG Systems are Capable of Producing Fluent Texts 

 2017 - 2019Extractive 2020 - 2021

A Thorough Evaluation of Task-Specific Pretraining for Summarization, Rothe et al, EMNLP 2021.



But Neural Generation is not Ground in the Same Way



Challenges for Trustworthy Neural Generation

Parents who eat lunches at school are 
more likely to eat a meal than their 
children, a survey suggests.

School lunches can tempt fussy 
eaters to try new foods, a survey for 
the school food trust has suggested.

GeneratedReference

● Hallucinations are very common, but hard to control or explain



Challenges for Trustworthy Neural Generation

● Hallucinations are very common, but hard to control or explain

XSum Input: Leahy, 24, scored 12 goals in 158 appearances with Falkirk, having joined the club from Rugby 
Town in 2012. The left-back made 38 appearances last season, helping the club finish second in the 
Scottish second tier before they lost to Dundee United in the play-offs. He joins Walsall on a free transfer 
after his contract expired and is the League One club’s first summer signing. Find all the latest football 
transfers on our dedicated page.

Reference: Walsall have signed defender Luke Leahy on a two-year contract from Scottish Championship 
side Falkirk.

Output: Walsall have signed defender Paddy Leahy from Scottish Championship side Falkirk on a 
three-year deal.



Challenges for Trustworthy Neural Generation

● Hallucinations are very common, but hard to control or explain

● Evaluation has become more challenging, traditional metrics such as ROUGE or 
BLEU are not very useful for evaluating current NLG models

Not covered here, please attend Sebastian’s talk this afternoon
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Planning for Trustworthy Generation

        source                       content plan                     target

Entity Planning
Attribute Planning
Predicate-Argument  Planning
Query-based  Planning
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Planning for Trustworthy Generation
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Grounded generation
 of outputs to their content 

plans
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Planning for Trustworthy Generation

        source                       content plan                     target

Grounded generation
 of outputs to their content 

plansActionable

Improved explainability and controllability
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Planning for Trustworthy Generation

        source                       content plan                     target

Grounded generation
 of outputs to their content 

plans
Actionable

Controlling 
Hallucinations

Generating Faithful 
and Diverse Outputs

FROST (To appear in TACL)
https://arxiv.org/abs/2104.07606 Composition 

Sampling with FROST 
(ongoing)



Abstractive Summarization

24

XSum

CNN/DailyMail
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Planning for Trustworthy Generation
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Frost: Planning and Grounding with Entity Chains

Model entity-level lexical cohesion and coherence (Barzilay and Elhadad, 1997, 
Halliday and Hasan, 1976) in the summary

Content Plan (Entity Chain)
Raheem Sterling | £100,000 | Liverpool ||| 
Arsenal | Chelsea | Manchester City | Manchester United | Bayern Munich ||| 
Liverpool | Brendan Rodgers | Sterling 

Summary
Raheem Sterling has rejected a £100,000-a-week contract at Liverpool.
Arsenal, Chelsea, Manchester City, Manchester United and Bayern Munich all 
interested.
Liverpool boss Brendan Rodgers has insisted that Sterling will not be sold.

FROST aka “FReezing entity-level infOrmation for SummarizaTion.”



Supervised Training with Entity Chains



Advantages of Planning with Entity Chains

Planned and Grounded Generation

● Generation of summary is grounded to entity-chains
● Better entity planning and specificity

○ Entity predictions are less susceptible to local correlations when 
predicting them in the summary

Controllable Generation with Entity Prompts

● During the inference time the decoder can be easily prompted with any desired 
entity prompt to control the content in the output summary, controlling 
emphasis, style or hallucinations.

No change in architecture, no additional annotations required during inference



Self-Supervised Training with Entity Chains



Summarization Results

RL-Sum: Rouge-L 
between predicted 
summary and 
reference summary



Summarization Results

Entity Plan 
(R2-EChain): Rouge-2 
between entity chain in 
predicted summary 
and entity chain in 
reference summary



Summarization Results

Entity Specificity 
(EntF1): F1 scores 
comparing entities in 
predicted summary 
and entities chain in 
reference summary



Summarization Results: 
Simply Fine-tuning with Planning already Helps.



Summarization Results: 
Pretraining is More Effective for Abstractive Generation.



FROST Ablations

Sentence level Entity Chains

Summary level Entity Chains



FROST Ablations: Sentence vs Summary Level Entity Chains

Fine tuning on CNN/DailyMail Validation Set



FROST Ablations: Sentence vs Summary Level Entity Chains

Summary level plans are better 
microplanner in deciding 
sentence boundaries and 
avoiding verbose summaries



Frost models are Better Microplanner and Produce more 
Concise Summaries
Reference
Raheem Sterling could leave Liverpool in the summer transfer window .
Arsenal and Manchester City are both interested in signing him .
Chelsea could make a big money move if Sterling becomes available .
Bayern Munich boss Pep Guardiola is believed to be an admirer .

Pegasus (d -> t)
Raheem Sterling has attracted interest from a number of big clubs .
Liverpool boss Brendan Rodgers has insisted he will not be sold this summer .
Sterling has rejected a contract worth £100,000-a-week at Anfield .
Click here for Liverpool transfer news .

Frost 
[CONTENT] 
Raheem Sterling | £100,000 | Liverpool ||| 
Arsenal | Chelsea | Manchester City | Manchester United | Bayern Munich ||| 
Liverpool | Brendan Rodgers | Sterling 
[SUMMARY] 
Raheem Sterling has rejected a £100,000-a-week contract at Liverpool .
Arsenal, Chelsea, Manchester City, Manchester United and Bayern Munich all interested .
Liverpool boss Brendan Rodgers has insisted that Sterling will not be sold .

Average lengths: target (60.7), Pegasus (68.6) and Frost (65.0)



Frost models Generate Summaries with Specific Details

Pegasus (d -> t) Frost Target

BBC One's new drama about a 
family dealing with a child's 
diagnosis of autism has been 
met with a mixture of shock 
and relief.

A new BBC One drama, The A 
Word, tells the story of a family 
dealing with a child's diagnosis 
of autism.

New TV drama The A Word tells 
the story of a family 
discovering that their quirky 
five-year-old son is in fact 
autistic.

A storm-hit Jersey beach is to 
be inspected before it is 
reopened to the public, the 
Department of Infrastructure 
has said.

A Guernsey beach is to be 
inspected to see if it is safe to 
reopen, the Department of 
Environment has said.

Steps at a bay in Guernsey 
could be opened by Easter, 
according to the environment 
department.



Controlling Hallucinations with FROST

Drop-Prompt Mechanism

● Drop entities from the predicted entity chain that are not in the input, 
and then prompt the decoder with the modified entity chain

Or

Constrained Planning

● Do not generate entities in the plan that are not in the input

 



Reducing Hallucination with Controlled and Grounded 
Generation



Faithfulness Results 



Faithfulness Results 

RL-Sum: Rouge-L 
between predicted 
summary and 
reference summary



Faithfulness Results 

Entailment: 
p(document entails 
summary)



Faithfulness Results 

EntPrec: Entity 
precision comparing 
entities in predicted 
summary and entities 
chain in the document



Faithfulness Results: Human Eval Template



Faithfulness Results: Planning Itself Does not Help with 
Faithfulness 



Faithfulness Results 



    

        source                       content plan                     target

Actionable

FROST: Content Planning for Trustworthy Summarization

Fine-tuning with augmented targets without any change in architecture

Improved explainability: Planned and Grounded Generation using entity chains

Improved controllability: Control Hallucinations in generated text

Paper: https://arxiv.org/abs/2104.07606 (to appear at TACL) 

https://arxiv.org/abs/2104.07606
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Planning for Trustworthy Generation

        source                       content plan                     target

Grounded generation
 of outputs to their content 

plans
Actionable

Controlling 
Hallucinations

Generating Faithful 
and Diverse Outputs

FROST (To appear in TACL)
https://arxiv.org/abs/2104.07606 Sampling with FROST 

(ongoing)



Using Frost to Generate 
Diverse Summaries with 
Different Styles and 
Themes



Why Diverse and Faithful Generation?

● NLG models intrinsically trade off diversity and quality (Hashimoto et al., 2019), yet we as 
humans do this naturally in our everyday lives

Generating summaries focusing on different 
topics/aspects

● single- or multi-document summarization
● Product review summarization

Diverse Query Generation



Simple Sampling Methods lead to Summary Degeneration

Single Best Summary with T5 or Pegasus



Simple Sampling Methods lead to Summary Degeneration

Summary Sampling with T5 or Pegasus



Simple Sampling Methods lead to Summary Degeneration

Summary Sampling 
with Frost



Controlling Summary Degeneration with FROST

[SUMMARY] Anna Petrovna of Russia was wife of 
King William II of the Netherlands

[CONTENT] Russia | Anna 
Pavlona | king William II | 
Netherlands

Nucleus Sampling Nucleus Sampling

Anna Petrovna of Russia was wife of King William II of the Netherlands

Nucleus Sampling

FROST

Composition Sampling allows the plan to be sampled from the beam of plausible 
plans while keeping the generated output faithful and fluent via beam search.

[SUMMARY] Russian Patriot Anna Pavlona was 
married to king William II, and the queen consort, 
of the Netherlands

[CONTENT] Russia | Anna 
Pavlona | king William II | 
Netherlands

Nucleus Sampling Beam Search



  

Why is FROST Useful for Diverse Generation?

Grounded generation: once the hard part of planning the summary composition is done, the model is much less 
perplexed during the generation of the summary

Pegasus p(y|x):          perplexity:  1.478 
Frost   p(y|h;x):        perplexity:  1.15
Frost   p(h;y|x):        perplexity:  1.16

“Chelsea star Eden Hazard is set to make his 100th top-flight appearance. 
Santi Cazorla should hit the same milestone when Arsenal meet Burnley. Both 
players have impressed since moving to the Premier League in 2012. Hazard 
has more goals this season but Cazorla has one more assist. Sportsmail’s 
reporters choose the player who has excited them the most.”



  

Why is FROST Useful for Diverse Generation?

Entity chains are good at separating content from surface from
● Learning p(h | x) is much easier than learning p(y | x) - so we can

sample from h
● We can then sample from p(h | x), and compute argmax_y p(y | x, h)

Pegasus p(y|x):   neg_log_likelihood: 121.18 
Frost   p(h|x):   neg_log_likelihood: 46.95
Frost   p(y|h;x): neg_log_likelihood: 95.08

In top 15 token for Pegasus vs FROST
Avg Nucleus Prob: 0.2830 vs 0.4332

“Chelsea star Eden Hazard is set to make his 100th top-flight appearance. 
Santi Cazorla should hit the same milestone when Arsenal meet Burnley. Both 
players have impressed since moving to the Premier League in 2012. Hazard 
has more goals this season but Cazorla has one more assist. Sportsmail’s 
reporters choose the player who has excited them the most.”



Controlling Summary Degeneration with FROST



Diversity Results on Full Test Set

Average over 
5 Samples



Diversity Results (on challenge sets)

Entailment Self-Entailment Self-BERTScore



    

        source                       content plan                     target

Actionable

Conclusion: FROST and Composition Sampling

Fine-tuning with augmented targets without any change in architecture

Improved explainability: Planned and Grounded Generation using entity chains

Improved controllability: Control Hallucinations and generate faithful diverse 

texts

Paper: https://arxiv.org/abs/2104.07606 (to appear at TACL) 

Entity Plans

https://arxiv.org/abs/2104.07606
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Planning can be Key towards Trustworthy Generation

        source                       content plan                     target

Grounded generation
 of outputs to their content 

plans

Entity Plans
Attribute Planning
Predicate-Argument  Planning
Query-based  Planning
etc…

Actionable

Vision for making generation more goal-oriented,  inspectable, controllable 
and trustworthy via planning



Shashi Narayan

Thank You


